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Executive Summary 

Concerns about potential effects of military sonar on cetaceans first arose in the 1990s, with 

observations of multiple mass strandings of beaked whales at times and places where sonar 

was known or thought to have been used. Sonar systems implicated in these events included 

both low-frequency and mid-frequency active sonar (LFAS and MFAS, respectively). Since 

these initial observations of stranding events, an increasing number of studies have 

demonstrated a variety of behavioral changes in toothed and baleen whales in response to 

MFAS both in observational studies during actual military exercises, and in experimental 

controlled-exposure studies using real and simulated MFAS signals. 

In order to further investigate potential changes in behavior in response to MFAS exposure, 

sounds of marine mammals were recorded in the vicinity of three U.S. Navy training exercises 

before, during, and after the use of MFAS in Onslow Bay, North Carolina (July 2008), and near 

Jacksonville, Florida (SeptemberïOctober, and December 2009). The resulting passive acoustic 

data were analyzed using automated signal-detection software to detect individual sonar 

transmissions (ñpingsò), and sounds of North Atlantic right, minke, fin, and sperm whales. In 

addition, putative right whale ñgunshotò sounds that had been detected in an earlier, separate 

analysis of the Jacksonville recordings were reviewed by two experienced marine mammal 

acoustic analysts.  

Sperm whale click trains were detected on every day of recordings from all three deployments. 

In all deployments, sperm whale click trains occurred almost continuously during hours of 

darkness, and rarely during daylight hours, with a few exceptions. Minke whale pulse trains 

were detected only in the winter Jacksonville deployment. There were no confirmed detections 

of North Atlantic right whale upcalls or fin whale sounds in any of the three deployments. Most 

of the impulsive sounds previously identified as right whale gunshot sounds were judged most 

likely to be from sources other than right whales. The present analysis of the acoustic data 

provides no compelling evidence of right whale presence in the area during the Jacksonville 

deployments.  

Generalized estimating equations (GEEs) were used to build statistical models predicting the 

presence or absence of minke and sperm whale vocalizations in 1-minute periods. The model 

predictions were functions of seven covariates related to the occurrence and timing of sonar 

pings, and four sonar-independent covariates related to date, time of day, and recording 

location. GEEs were also used to model changes in the duration of detected minke whale pulse 

trains using the same set of covariates. Duration models were not applied to the sperm whale 

data because frequent overlapping of click trains from multiple individuals precluded reliable 

measurement of durations of discrete vocal events. 

For the minke whale presence model, the covariate indicating whether a given minute was 

before, during, between, or after sonar transmissions was retained in the final model. For minke 

whales, the odds of detecting vocalizations were on average higher in the 24 hours after a sonar 

exercise compared to the 24 hours before the exercise. However, it is likely that inference on 

this covariate would have been different for both species if we had applied different criteria for 
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labelling time periods as before, during, between, or after (e.g., using 12-hour rather than 24-

hour before and after periods). 

The best fitting presence model for sperm whales contained the factor covariate Daynight and 

the polynomial spline for Time providing evidence that during our study the odds of detecting 

presences of sperm whale vocalizations varied in a diurnal pattern, increasing at night 

compared to during the day. None of the covariates related to sonar were included in the best-

fitting model, suggesting that sonar activity did not significantly affect the occurrence of sperm 

whale click trains. 

For minke whales, the durations of individual detected pulse trains varied in response to sonar 

activities. The differences consisted of an increase in duration if approximately 40 to 110 sonar 

pings were detected in the four hours preceding the vocalization and a decrease in duration if 

approximately 110 to 155 sonar pings were detected in the four hours preceding the 

vocalization. Although these results indicate that sonar had an effect on the detected duration of 

minke whale vocalizations during this study, the biological cause or significance of the response 

observed is unclear. However, the sample size of discrete periods with sonar activity was very 

low; sonar transmissions were only detected on three days during the only deployment (JAX2) 

in which minke whale sounds were recorded. Larger sample sizes are needed for stronger 

inference. 

Possible further analyses of these recordings are discussed.  
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Acronyms and Abbreviations 

dB decibel(s) 

dB re 1 ɛPa decibels referenced to 1 microPascal 

GEE generalized estimating equation 

GLM generalized linear model 

GLMM generalized linear mixed model 

h hour(s) 

HF high frequency 

Hz Hertz 

JAX Jacksonville 

kHz kilohertz 

km kilometer(s) 

LF low frequency 

LFAS low-frequency active sonar 

m meter(s) 

MARU marine autonomous recording unit 

MFAS mid-frequency active sonar 

NM nautical mile(s) 

RL received levels 

rms root mean square 

USWTR undersea warfare training range 

VIF variance inflation factors  
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Glossary of Technical Terms 

block  

The term óblockô is used in the context of fitting models with generalized estimating 

equations (GEEs). We group our observations into blocks in the order they were observed 

assuming that observations are correlated in the same block but not correlated between 

blocks. The size of the blocks is determined using the acf function in R.  

bs()  

A function of the splines R package used for fitting smoothing splines to numeric 

(continuous or discrete) covariates. For this study, we only fitted polynomial splines as 

opposed to regression splines. 

correlation structure 

This term refers to the pattern in correlation assumed within the blocks when fitting GEEs. 

The geeglm function of the geepack R package offers several choices of correlation 

structures. Some choices use a model to describe the change in correlation with increasing 

lag. We use the default óindependenceô which does not use a model to describe the change 

in correlation but estimates the correlation between the different lags individually.  

error structure 

This term is often used in the context of fitting regression models. For linear regression 

models, the error structure is generally assumed to be normal. For generalized models such 

as GLMs, GAMs, GEEs, etc. other distributions may be used such as the Poisson, binomial, 

gamma, etc. Error structure refers to the type of distribution that we assume for the errors 

after fitting the model.  

page 

A 60-second segment of an audio recording processed by the algorithm used for detecting 

minke whale pulse trains and sperm whale click trains. The algorithm operates on 

consecutive non-overlapping pages. Each page was processed independently of previous 

and successive pages. 

sonar exercise 

A period of time encompassing all consecutive sonar pings with no gap longer than 48 hours 

for a given deployment. 
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1. Background and Objectives 

Concerns about potential effects of military sonar on cetaceans first arose in the 1990s, with 

observations of multiple mass strandings of beaked whales at times and places where sonar 

was known or thought to have been used (DôAmico et al. 2009, and references therein). Sonar 

systems implicated in these events included both low-frequency and mid-frequency active sonar 

(LFAS and MFAS, respectively). LFAS is usually defined as active sonar operating at 

frequencies < 1 kilohertz (kHz) (DôAmico et al. 2009). MFAS is defined by various sources as 

operating in either the 1ï10 kHz, or 3ï14 kHz frequency band (e.g., DôAmico et al., 2009; see 

Sivle et al., 2012 for different usage of LFAS and MFAS). 

Since these initial observations of stranding events, an increasing number of studies have 

demonstrated a variety of behavioral changes in toothed and baleen whales in response to 

MFAS, both in observational studies during actual military exercises, and in experimental 

controlled-exposure studies using real and simulated MFAS signals (see, for example, 

McCarthy et al., 2011; Tyack et al., 2011; Melcón et al., 2012; Goldbogen et al., 2013; Kuningas 

et al., 2013; Moretti et al., 2014). 

In 2008 and 2009, sounds of marine mammals were recorded in the vicinity of U.S. Navy 

training exercises before, during, and after periods of MFAS use in Onslow Bay, North Carolina, 

and near Jacksonville, Florida. This document reports on analysis of these recordings, targeting 

sounds of North Atlantic right whales, fin whales, minke whales, and sperm whales. The 

objectives of the analysis were to: 

a. Determine whether each of the target whale species was present and vocalizing in the 

vicinity at the times of the training exercises;  

b. Quantitatively describe seasonal and diel patterns of detected vocal activity for each 

target species;  

c. Develop and apply new statistical approaches to determine whether any measurable 

change in detected vocal activity of target species was associated with the use of MFAS. 

In this report, we first describe the methods used to acquire recordings, detect target sounds 

(including MFAS signals), and characterize their temporal patterns of occurrence. We then 

describe statistical methods used to detect potential changes in whale vocalizations in relation 

to sonar activity (Section 2). Results from application of these methods are presented in 

Section 3, and discussed in Section 4.  

The recordings from the Jacksonville deployments have previously undergone a preliminary 

analysis for the sounds of right, minke and sperm whales by researchers at Bio-Waves, Inc. 

using different methods (Norris et al., 2012). Except where noted below, detailed comparisons 

of results from the Bio-Waves analysis and the present one are beyond the scope of this report. 

This report is a collaboration between the Bioacoustics Research Program at Cornell University 

(responsible for collection and processing of acoustic data) and the Centre for Research into 
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Ecological and Environmental Modelling at St. Andrews University (responsible for development 

and application of statistical models).  

Analysis of the sounds of delphinids recorded during these MFAS exercises is described in a 

separate report prepared by Bio-Waves, Inc. and the University of St. Andrews (Oswald et al., 

2014).   
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2. Methods 

2.1 Data Acquisition 

Marine autonomous recording units (MARUs, Clark et al., 2002) were deployed in two areas for 

periods of time in 2008 and 2009 that encompassed U.S. Navy training exercises that included 

the use of MFAS. MARUs were deployed with two different recording configurations. ñHigh-

frequencyò (HF) MARUs recorded continuously with a 32-kHz sample rate, resulting in a 

nominal recording band of 0-16 kHz. ñLow-frequencyò (LF) MARUs recorded continuously with a 

sample rate of 2 kHz, resulting in a nominal recording band of 0ï1 kHz. Only HF MARUs were 

capable of recording MFA sonar signals. Both configurations could record right, fin, and minke 

whales; sperm whales could be reliably recorded on HF MARUs and in some cases on LF 

MARUs. Each MARU was tethered approximately 2 m above the seafloor, attached to an 

anchor by an acoustic release mechanism. At the conclusion of the deployment period, the 

acoustic release was activated by a signal from the recovery vessel, and the positively buoyant 

MARU rose to the surface for retrieval. The maximum recording duration for the HF MARUs, 

limited by the instrumentôs hard disk storage capacity, was 21 days.    

The following sections provide details of the specific deployments. 

2.1.1 Onslow Bay 

The Onslow Bay research site is located within the U.S. Navyôs Cherry Point operating area, 

approximately 100 kilometers (km) (54 nautical miles [NM]) south of Cape Lookout, North 

Carolina (Figure 1). Seven MARUs were deployed on 6 July 2008, six of which were recovered 

on 27 July 2008 (Table 1), for a total of 20 complete underwater recording days. The missing 

MARU (Site SB4) did not resurface after several attempts during the recovery process. Depths 

of individual MARU sites varied from 73 meters (m) to approximately 365 m. MARUs were 

deployed approximately 12.5 km apart to encompass the target acoustic survey area.  

All MARUs deployed at Onslow Bay used the HF recording configuration (above).  

2.1.2 Jacksonville 

The Jacksonville research site is located on the planned USWTR within the U.S. Navyôs 

Jacksonville (JAX) operating area, approximately 110 km (59 NM) offshore of Jacksonville, 

Florida (Figure 2). Nine MARUs were deployed over the Florida-Hatteras Slope in each of two 

deployment periods (Table 2): 13 September to 8 October 2009 (Deployment 1) and again 4 

December 2009 to 7 January 2010 (Deployment 2). Due to the position of the MARUs along the 

Florida-Hatteras Slope, site depths ranged from 45 m to more than 300 m. The same sites were 

used for both deployments.  

In each of the Jacksonville deployments, six MARUs used the HF recording configuration, and 

three used the LF configuration, as described above (Figure 2, Tables 2 and 3). 
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2.2 Description of Target Sounds 

The four target species of whales were selected based on their known occurrence in the 

western North Atlantic, and on the lack of published data on their potential responses to sonar. 

This study focused on the following sound types produced by each species: 

¶ North Atlantic right whales (Eubalaena glacialis) produce underwater sounds that can 

be grouped into three broad categories: upcalls (also called contact calls; Figure 3A), 

other tonal calls, and gunshot sounds (Parks & Tyack, 2005). The present study focused 

on upcalls and gunshots.  

o Upcalls are commonly produced by right whales of all age-sex classes and are 

more stereotyped in structure than other tonal calls. These characteristics have 

made upcalls the signal of choice for detecting right whale presence in studies 

using both manual and automated signal-detection approaches (e.g., Mellinger et 

al., 2007; Urazghildiiev & Clark, 2007; Urazghildiiev et al., 2009; Van Parijs et al., 

2009; Clark et al., 2010; Morano et al., 2012a). Upcalls are characterized by a 

frequency range of 50ï400 Hz, a duration of 0.3-1.5 seconds, and broadband 

source levels up to 155 decibels referenced to 1 micropascal at 1 m (rms dB re 1 

ɛPa at 1 m) (Parks & Tyack, 2005; Trygonis et al., 2013). 

o Gunshot sounds are broadband impulsive sounds, produced at typical source 

levels around 196 decibels (dB) peak-to-peak and 189 dB rms re 1 µPa at 1 m 

(20 Hzï22 kHz, Parks et al., 2005; see also Trygonis et al., 2013). An individual 

gunshot can contain one to four pulses separated by < 100 ms (Parks et al., 

2005). In the Bay of Fundy, where gunshot sounds have been most extensively 

studied, available evidence suggests that bouts of repeated gunshots are 

produced only or primarily by males, and that these sounds function in a 

reproductive context (Parks et al., 2005; Parks & Tyack, 2005; Parks et al., 2011; 

Parks et al., 2012). However, in the southeast U.S. calving grounds, isolated 

gunshots have been recorded from right whale surface active groups when no 

adult males were present (Trygonis et al., 2013). Gunshots have also been 

recorded from a female southern right whale (Eubalaena australis) on at least 

one occasion (Clark, 1983; gunshots were originally called ñunderwater slapsò by 

Clark). 

¶ Minke whales (Balaenoptera acutorostrata) in the western North Atlantic produce trains 

of low frequency pulses (Figure 3B), with most energy distributed between 50 and 400 

Hz (Winn & Perkins, 1976; Mellinger et al., 2000; Risch et al., 2013). Individual pulse 

trains typically last between 30 and 60 seconds, with inter-pulse intervals of 

approximately 0.3ï0.7 seconds (Mellinger et al., 2000; Risch et al., 2013). Average 

source levels (SLrms) for minke whale pulse trains are 164 ï 168 dB re 1 µPa at 1 m 

(Risch et al., 2014b).  

¶ Fin whale (Balaenoptera physalus) males produce songs consisting of long repetitive 

series of simple notes, each of which consists of a rapid downsweep between 

approximately 23 and 18 Hz over approximately 1 second (Watkins et al., 1987; Croll et 
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al., 2002). These ñ20-Hz notes,ò which were the target signals in the present study, are 

highly stereotyped in structure and are repeated at very regular intervals within songs 

that typically last 1ï20 minutes (Figure 3C). Songs are typically delivered in bouts that 

may last in excess of 30 hours (h), with pauses between songs lasting from 1 minute up 

to approximately 2 h (Watkins et al., 1987). Inter-note intervals within songs in the 

western North Atlantic vary seasonally at a given location (Watkins et al., 1987; Morano 

et al., 2012b). Source levels for fin whale 20-Hz notes average 189 dB re 1 µPa at 1 m 

(Siroviĺ et al., 2007; Weirathmueller et al., 2013). 

¶ Sperm whales (Physeter macrocephalus) produce four different types of broadband 

clicks: usual or foraging clicks (Møhl et al., 2003), slow clicks (Weilgart & Whitehead, 

1988), creaks (Goold & Jones, 1995), and codas (Watkins & Schevill, 1977). The four 

types of clicks are differentiated by duration of the click trains, dominant frequency, click 

rate, and inter-click-intervals. This study focused on foraging clicks (Figure 4) because 

past research has found that sperm whales spend a significant time, greater than 72 

percent, in foraging dives and produce foraging clicks during approximately 68 percent 

of the dive cycle (Watwood et al., 2006). Sperm whale foraging clicks are sequences of 

impulsive signals characterized by a frequency band of 0.2ï32 kHz, a dominant 

frequency around 5 kHz, inter-click interval of 0.025ï1.25 seconds, and click duration of 

2ï24 ms (Backus & Schevill, 1967; Weilgart & Whitehead, 1988). Foraging clicks are 

also characterized by a high source level, up to 223 dB re 1 µPa at 1 m peak equivalent 

rms (Møhl et al., 2000).  

¶ MFAS transmissions (ñpingsò) consisted of a variety of tonal signals, typically one to 

several seconds in duration, with varying combinations of constant-frequency, upsweep, 

and downsweep elements. Pings occurred in two distinct frequency bands, centered 

around approximately 3.5 and 7 kHz (Figure 5). Operating source levels of the sonars in 

these recordings are not available, but source levels of 223 to 235 dB re 1µPa at 1 m 

have been reported for recent tactical MFAS systems (see references in DôAmico & 

Pittenger, 2009) although maximum source levels are classified  

2.3 Detection of Target Sounds 

Automated detection algorithms were used to find sonar transmissions and sounds of right, 

minke, fin, and sperm whales in the recordings from both sites. For the Jacksonville 

deployments, detectors for sonar pings and sperm whale click trains were run only on 

recordings from the six HF sites, since these signals occur in bands that exceeded the upper 

frequency limit of the LF recordings.   

Mid-frequency active sonar transmissions were detected using the band-limited energy detector 

algorithm in Raven Pro (Bioacoustics Research Program, 2014). Two detector configurations 

were used, one for the 2.5ï4.4 kHz band, and one for the 6.4ï8.7 kHz band. In both 

configurations events were detected when the in-band power exceeded a local estimate of the 

background noise level by 6 dB for Ó 50 percent of the spectrogram frames within a range of 

durations corresponding to the range of durations of recorded MFAS pings. 
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To search for right whale upcalls, we used an automated detection algorithm that uses a 

multistage, hypothesis-testing technique based on the generalized likelihood ratio test (GLRT) 

detector, spectrogram testing, and feature vector testing (Urazghildiiev et al., 2009). In 

published tests, this algorithm detected approximately 80 percent of upcalls detected by human 

analysts (Urazghildiiev et al., 2009). 

Minke whale pulse trains and sperm whale click trains were detected using new intensity-based 

image-processing algorithms. For efficiency in processing, the pulse-train (or click-train) 

detection algorithm operated on successive non-overlapping 60-second portions (henceforth 

pages) of the audio recordings. For each page, a spectrogram was computed using a Blackman 

window, 1024-point FFT with 90% overlap, yielding spectrogram hop sizes of 51.2 and 12.8 ms 

for minke whale and sperm whale recordings (at sample rates of 2 and 8 kHz, respectively). 

Next, the spectrogram was transformed into a binary image in order to perform segmentation 

and object detection (Pal & Pal, 1993; Thode et al., 2012; Popescu et al., 2013a). The binary 

image was obtained by replacing all pixels in the input spectrogram with a value of 1 (white) if 

they had luminance greater than a threshold ɔ and replacing all other pixels with a value of 0 

(black). The threshold ɔ was selected using gray-level histogram and intra-class variance 

minimization (Otsu, 1975). Connected region analysis, also known as connected region labeling 

(Samet & Tamminen, 1988; Weeks, 1996; Thode et al., 2012; Popescu et al., 2013a; 

Pourhomayoun et al., 2013), was performed on the resulting binary image in order to remove 

other objects that were not of interest based on shape, area and angle of orientation. This 

removed ñsalt and pepperò noise that arose during image segmentation, as well as other 

frequency modulated or tonal shapes. The detection was then performed using the number of 

repeating pulses and, in the case of minke whales only, the inter-pulse intervals to determine 

the presence of a pulse train. This was implemented by transforming the binary image into a 

projection function (Popescu et al., 2013a) and finding local maxima. For detection of minke 

whale pulse trains, three decision rules were applied: (1) the number of local maxima must be 

between specified minimum and maximum acceptable values, (2) the times between 

consecutive local maxima must be within a prescribed range, and (3) the number of absent 

consecutive local maxima must be below some maximum threshold. For detection of sperm 

whale click trains, rules (2) and (3) were not applied. Although foraging clicks from individual 

sperm whales tend to be given at regular intervals, these recordings commonly included 

overlapping click trains from two or more individuals, resulting in high variability in inter-click 

intervals in the recordings. Applying rules (2) and (3) would have resulted in rejection of most 

overlapping sperm whale click trains. If all rules for the target species were satisfied, the 

decision process returned the begin and end times of the detected pulse or click train within the 

60 s processing page (Popescu et al., 2013a; Popescu et al. in prep). The algorithm was 

implemented using the software package Matlab 2013b and the DeLMA application (Dugan et 

al., 2013; Popescu et al., 2013b). Preliminary estimates based on inspection of the current data 

set suggest that this algorithm typically detects 70 to 90 percent of the events that are 

detectable to a human analyst, depending on noise conditions. 

In the data analyzed here, individual minke whale pulse trains, with typical durations of 30 to 60 

seconds, were easily distinguished from each other and rarely overlapped. Individual events 

found by the detector algorithm thus corresponded to individual minke pulse trains, as confirmed 
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in the manual review of detection results (see Section 2.3.2, below). However, when individual 

pulse trains spanned the 1-minute processing page boundaries, a single pulse train could yield 

two detections. Pulse trains that were split across pages in this way were consolidated in a later 

post-detection processing step, prior to statistical modeling. When sperm whale click trains 

occurred in these recordings, click trains from a single individual varied greatly in duration (from 

a few seconds up to several minutes) and click trains from multiple whales commonly 

overlapped each other. Consequently, each sperm whale detection corresponds not to a 

discrete acoustic event (as with minke whales), but to a 1-minute interval with sperm whale 

clicks present. 

To detect fin whale 20-Hz notes, a spectrogram cross-correlation-based data template detector 

implemented in XBAT (Bioacoustics Research Program, 2011) was applied to the acoustic data 

from all MARUs in all deployments. The detector uses multiple exemplars of 20-Hz fin whale 

notes and detects sounds for which the peak spectrogram cross-correlation value exceeds a 

specified threshold. Preliminary estimates based on inspection of other data sets containing fin 

whale pulses from the western North Atlantic suggest that this algorithm typically detects 

between 70 and 90 percent of events detectable to a human analyst. The performance of this 

algorithm on the current data set could not be assessed because no fin whale 20-Hz notes were 

observed in these recordings. 

2.3.1 Sonar Detector Sensitivity 

The sensitivity of the automated sonar ping detector relative to a human analyst was estimated 

by examining ten randomly selected 10-minute sample intervals from each day of recording on 

which any sonar events were detected (i.e., a total of 100 minutes per day, or 6.9 percent of all 

data from each day with any sonar detections). For each 10-minute sample, sonar pings that 

were missed by the detection algorithm were logged manually. The sensitivity of the detector 

across all days was then estimated as  

Ὓ  
Ὠ

Ὠ ά
 

where d is the total number of pings detected by the algorithm and m is the total number of 

pings found by a human analyst that were missed by the detector. 

2.3.2 Review of Automated Detector Results 

Acoustic events detected by automated algorithms were subsequently reviewed by human 

analysts to confirm their source and to eliminate false detections. Detected events were 

reviewed visually (as spectrograms in Raven Pro), and in some cases aurally, and classified as 

ñtrueò or ñfalseò by experienced acoustic analysts. This review process eliminated false positive 

events (ñfalse alarmsò) where the detector algorithm mistakenly detected some acoustic event 

which was not a true sound of interest. All events represented in the data summaries here were 

thus judged to be true with a high degree of confidence. 

Due to limited resources, detection results were not reviewed for all sites of all deployments. 

Potential sonar detections were reviewed for one central MARU site from each deployment 

(Onslow Bay Site DB2 and Jacksonville Site 05). Limited sampling of multiple sites during 
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periods of sonar activity indicated that most sonar pings were detectable on all HF MARUs in a 

deployment. Although LF MARUs in the Jacksonville deployments were not capable of 

recording sonar pings, we presume that most pings detectable at nearby HF MARUs would also 

have been detectable at the LF sites had the recorders at those sites been capable of recording 

high-frequency signals. For potential whale detections, review effort was prioritized to sites 

within each deployment judged most likely to yield confirmed detections, based on what is 

presently known about the distribution and ecology of each species. For minke whales in the 

Jacksonville data, MARU Site 03 was selected for review because a previous analysis of these 

recordings had indicated that Site 03 (along with Site 01) had the highest rate of occurrence of 

minke vocalizations (Norris et al., 2012). For sperm whales, detections were reviewed from the 

same sites reviewed for sonar detections (Onslow Bay Site DB2 and Jacksonville Site 05). 

Recordings from the Jacksonville deployments were analyzed first and were used to refine 

procedures and protocols for working with these data. 

2.4 Review of Previously Detected Right Whale Gunshot 

Sounds 

In a previous analysis of the recordings from the two Jacksonville deployments, scientists at 

Bio-Waves, Inc. found 268 acoustic events containing sounds attributed to right whales. Each 

event identified by Bio-Waves consisted of a series of one or more individual right whale 

sounds, separated from other right whale sounds by > 10 minutes. All but three of these events 

contained one or more broadband impulsive sounds identified by Bio-Waves analysts as right 

whale gunshot sounds (Norris et al., 2012). For the present study, these previously identified 

gunshot events were reviewed independently by two experienced analysts at the Cornell 

Bioacoustics Research Program. Each analyst examined all putative right whale gunshot events 

spectrographically and aurally.  

Each event was rated as A (strong match), B (moderate match), C (weak match), or X (not a 

match) indicating how well, in the judgment of the analyst, the sound matched known right 

whale gunshots based on published descriptions (Parks et al., 2005; Trygonis et al., 2013) and 

on visual and aural comparison to recordings of gunshots recorded by S. Parks. Criteria for 

assigning ratings are listed in Table 4.  

The A, B, or C designation for each event (which may contain multiple individual sounds) was 

based on the one putative gunshot sound within the event judged to be most likely a true 

gunshot sound.  

Ratings by the two analysts for each putative gunshot were then combined to yield a two-

character combined rating for each event (e.g., AA, BC, XX, etc.), where each character 

represents the independent rating of one analyst.  

2.5 Diel Patterns of Acoustic Activity 

To assess possible diel patterns in acoustic activity for each whale species, we examined the 

mean call detection rates for each of the 24 hours in a day. In order to adjust for overall 

differences in detection rate from day to day, we calculated a mean-adjusted detection rate for 
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each hour of call-count data by subtracting the mean number of calls detected per hour across 

all hours for a given day. Hours with call detection rates that were lower or higher than the mean 

detection rate for their respective days thus had, respectively, negative or positive mean-

adjusted detection rates (Stafford et al., 2005). Mean values across all days for the mean-

adjusted call detection rates for each of the 24 hours were then plotted. 

2.6 Statistical Modeling of Minke and Sperm Whale Detections 

For the statistical modeling of minke whale vocalizations we used detections from MARU Site 

03 (LF) of the second deployment at the Jacksonville study area. For modeling sperm whale 

vocalizations we used data from MARU Site 05 (HF) from each of the first and second 

deployment of the Jacksonville study area and MARU Site DB2 of the Onslow Bay study area. 

These data were intended to illustrate the analysis methods. Modeling was restricted to a 

subset of all recording sites because of resource limitations. 

The available data on sonar detections included the begin-time of each detection of individual 

sonar pings detected with the sonar detectors described above in Section 2.3. End-times of 

individual sonar pings could not be determined reliably due to variable durations of 

reverberation included in individual detections. Hence, duration of discrete sonar pings could not 

be measured. Each ping detection record included information on the frequency band in which 

the sonar ping was detected.  

The available data on whale detections included nominal begin- and end-times for each 

detection of whale vocalizations obtained using the minke and sperm whale detectors described 

above in Section 2.3. However, the interpretation of the begin and end times were different for 

the two species. For minke whales, begin- and end-times of detections referred to the actual 

begin- and end-times of individual pulse train detection events because individual pulse trains 

rarely overlapped each other, and duplicate detections of pulse trains that spanned page 

boundaries were consolidated in a second processing stage after the initial detection, as 

described in Section 2.3. Because the nominal begin and end times reflected actual beginnings 

and ends of pulse trains exceeding the detection threshold, durations could be calculated for 

minke whale detection. For sperm whales, click trains were generally longer than the 1-minute 

pages in which the detector processed the audio data, and pulse trains from multiple animals 

commonly overlapped each other, making it impossible in many cases to discern the true begin 

and end times of individual click trains. Hence, unlike the detections of minke whales, sperm 

whale detections did not refer to discrete click train events from a single animal. Here, the 

detector searched for five consecutive clicks that exceeded a certain threshold in a given 1-

minute interval. The first time this occurred within a 1-minute processing page was recorded as 

the begin-time for the detection. The end-time referred to the last time a click exceeded the 

threshold within the one minute page. If clicks were present at the start of a processing page, 

the nominal start time reported by the detector simply represented the start of the processing 

page, not the actual start of a series of clicks, which may have been a continuation of click trains 

that started on a previous page. Similarly, if clicks continued past the end of a processing page, 

the nominal end time reported reflected the end of the processing page, not the end of a real 

biological event, which may have continued past the end of the page. Since the nominal start 

and end of sperm whale detections do not reliably reflect the start and end times of discrete 
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biological events, durations were not calculated for sperm whale detections. There was no 

information available on how many clicks occurred between the begin- and end-times (for more 

details see Section 2.6.1).  

The research objective for this study was to develop statistical methods for detecting and 

quantifying potential changes in vocal behavior of baleen and sperm whales in response to 

sonar. Using the available data from this study we addressed this with two modeling 

approaches described in the following sections. For simplicity, we refer to the modeling 

approaches with the terms presence and duration models. The particular questions that may be 

addressed with these approaches are:  

1. Presence models: does the probability of detecting vocalizations change in the presence 

of sonar? 

2. Duration models: given that the animals are vocalizing, does the duration of the 

individual vocalization detections change in the presence of sonar?  

2.6.1 Defining the Data and the Response Variables 

The available acoustic data spanned periods with sonar activities, as well as periods with no 

sonar activities. In order to detect any potential changes in vocal behavior of minke and sperm 

whales, we had to define a period during which we assumed sonar activity might have an effect 

on the vocal behavior, as well as a control period to which we could compare the potentially 

affected vocal behavior. Several factors were considered here: firstly, we use the term sonar 

exercise to refer to a period of time encompassing all consecutive sonar pings with no gap 

longer than 48 hours for a given deployment. We further assumed that if sonar had an effect on 

vocalization, this effect would not only be evident at the same time that sonar pings occur 

(during sonar exercises) but also within short breaks of sonar exercises (between sonar 

activities) and/or after sonar ceased (after sonar activities). For the latter, we used a 24-hour 

period after the last ping of each sonar exercise. This represented a compromise between a 

conservative guess of how long we expected this potential effect to last and trying to avoid 

introducing additional variability in vocal behavior due to other factors. 

To identify potential changes in the vocal behavior of minke or sperm whales in response to 

sonar, observations from periods during, between, or after sonar exercises had to be compared 

to observations from a control period without sonar. Again, we used a 24-hour period before the 

commencement of each sonar exercise as the control period labeled as before. We decided 

against using more than 24 hours for this control period to avoid introducing additional variability 

in vocal behavior and to keep it balanced with the 24-hour after period.  

Hence, for each deployment at each study site, we defined a sonar event to include all the 

sonar pings occurring consecutively with no gap of 48 hours or longer. When a gap was 48 

hours or longer, the subsequent sonar pings were attributed to a different exercise. We included 

data from the first to the last ping of each exercise as well as the 24 hours surrounding each 

exercise on either side. Note that we only included data from full days of recording (see Tables 

1, 2, and 3). With respect to the two modeling approaches, we defined two different data sets, 
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each with a different response variable, one for the presence models and one for the duration 

models. These are described in the following section.  

For the presence models, we created a continuous data set of consecutive 1-minute segments 

starting 24 hours before the first sonar exercise for each deployment and ending 24 hours after 

the last sonar exercise was completed. This consecutive set of 1-minute segments was only 

interrupted in the case that sonar exercises ceased for 48 hours or more. Then we still included 

the 24 hours after the preceding sonar exercise and the 24 hours before the next exercise, but 

left out any additional time between. Thus, data on the presence of whale calls during periods 

that were more than 24 hours before the start or after the end of a sonar exercise were not used 

in the models. For each of the 1-minute segments we recorded the presence of whale 

vocalizations as a binary variable (1 for presence, 0 for absence of vocalizations) and used a 

binomial error structure for the models.  

For the duration models we used the detections of the vocalizations themselves. The response 

variable was the duration of individual vocalizations measured in seconds to one decimal place 

precision. In modeling duration, we assumed a gamma error structure (i.e., that vocal duration 

followed a gamma distribution). For sperm whales, this is not strictly correct, since the gamma 

distribution is unbounded above, but the maximum duration of sperm whale detections was 60 

seconds (even though the actual pulse trains may be longer) because of the 1-minute 

processing pages used by the detector (see Section 2.3 for details). Due to this artificial 

constraint, modeling duration of sperm whale vocalizations was not biologically meaningful 

using the present data. Hence, we refrained from building duration models for sperm whales. 

For minke whales, there was no such artificial limit to duration of pulse trains because pulse 

trains that were initially split into multiple detections by the 1-minute detector processing pages 

were later consolidated into single detection events, as described in Section 2.3 (see Figure 6). 

Hence the gamma distribution could appropriately be used to model the error structure in 

duration models of minke whale pulse trains. 

2.6.2 Potential Explanatory Covariates 

The covariates included in the analyses are listed in Table 5. As all available detections of 

minke whales were from the same location and the same deployment (the second deployment 

at the Jacksonville study area), covariate Site was not considered for this species. For sperm 

whales on the other hand, this covariate had three levels: JAX1, JAX2 and OB2, referring to the 

first and second deployment at the Jacksonville study area and the deployment at the Onslow 

Bay study area.  

We included three covariates related to time in the analysis: Julian date was measured in 

number of days since the preceding 31 December; Time (time of day) was measured as the 

number of seconds which had passed since midnight that day; Daynight was a two-level factor 

covariate indicating whether a vocalization occurred between sunrise and sunset (day) or 

between sunset and sunrise (night). We used local average times for sunrise and sunset where 

the averages were taken over the recording periods for each deployment. These were 06:10 

and 18:15 for JAX1, 07:09 and 17:22 for JAX2 and 05:07 and 19:15 for OB2. 
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Sonar2 was set up as a covariate for the presence models, with four different levels that 

indicated whether a 1-minute segment occurred within the 24 hours before the first sonar ping of 

a sonar exercise (level before), during the occurrence of one or more sonar pings (level during), 

between sonar pings (level between) or within the 24 hours after the last sonar ping of an 

exercise (level after). The equivalent covariate for the duration models was Sonar3 where levels 

during and between were combined as one level, i.e., during/between. This was done because 

the relative timing of a vocalization and a sonar ping in the recording depends in part on the 

unknown distances of the sound sources from the recorder (due to the finite speed of sound). 

To the extent that the exact timing of a sonar ping might influence the behavior of a whale, the 

time that matters would presumably be the time at which the ping is received by the whale, 

which is unknown and would be different from the time when it is received by the MARU. For the 

presence model this represented less of a problem as here we labeled the 1-minute segments 

with the different levels for Sonar2.  

Sonarlag was measured as the number of minutes since the occurrence of the last sonar 

transmission. Values for this covariate could not be observed for the time before the first sonar 

exercise of each deployment. Hence, this covariate had to be fitted as an interaction term with 

an indicator variable which switched Sonarlag on or off depending on whether values could be 

observed or not. Equivalently, covariates pertaining to the number of pings and the average 

ping interval per 30, 60, 120 or 240 minutes preceding a 1-minute segment or vocalization had 

to be fitted with an indicator variable switching the covariate off outside the respective periods. 

Detector3 and Detector7.5 were two-level factor covariates indicating the presence of sonar 

pings detected within the respective frequency bands (see Table 5) within a 1-minute segment 

(presence model) or during a vocalization (duration model).  

The detection process of MFAS transmissions described in Section 2.3 does not allow 

determining end times of sonar transmissions precisely. Hence, no covariate pertaining to the 

duration of sonar transmissions was included in the analyses. 

2.6.3 Modeling Whale Detections Using Generalized Estimating Equations 

Generalized estimating equations (GEEs) are an extension of generalized linear models (GLMs) 

and, similar to GLMs, allow the specification of different distributions for the response variable 

such as binomial or gamma. We note that this distribution generally refers to the errors after 

fitting the model, hence is often referred to in the context of error structure. Both GEEs and 

GLMs use link functions to relate the response to the covariates. These link functions vary 

between the type of response. For the presence models we used a binomial error structure with 

a logit-link function while for the duration models we used a gamma distribution with the identity 

link function. Generally we recommend using the log-link function with a gamma distribution as it 

ensures that predicted values remain larger than zero (the duration of a vocalization can never 

be zero or less). However, for the minke whale duration data we used the identity-link as both 

observed and fitted values were far from zero and the coefficients are easier to interpret. 

However, unlike GLMs, the only information used about this distribution is the mean-to-variance 

ratio. This makes GEEs more robust to mis-specification of the distribution, allows 

overdispersion to be readily accommodated, and, of particular use in the current study, allows 
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modeling of various correlation structures between the errors (i.e., residual not explained by the 

model) in successive observations. Overdispersion occurs when the variance is greater than 

assumed under the model. For example, for a binomial GLM, the assumptions include a mean-

variance relationship of  

variance = mean(1-p) = np(1-p), 

where p is the probability of success (i.e., detecting a vocalization, in this case) and n is the 

sample size (number of time periods). Also, model errors are assumed to be uncorrelated. We 

accommodated potential violation of these assumptions by using GEEs as the model-fitting tool. 

GEEs estimate a dispersion parameter and, therefore, inflate the expected variance in the case 

that data are overdispersed.   

An alternative approach for accommodating correlation between observations is the use of 

generalized linear mixed models (GLMMs); however GEEs have the advantage that they allow 

unbiased estimation of regression coefficients despite possible misspecification of the 

correlation structure (Ghisletta & Spini, 2004). Hence, GEEs are most useful when the interest 

lies in the relationship between the response and the explanatory variables, as was the case for 

this study (as opposed to the correlation structure). For this study, we expected correlation in 

the observations, regardless of the type of response. Also, GEEs estimate the dispersion 

parameter and therefore accommodate overdispersed data.  

Like GLMs, GEEs require specification of a response variable distribution and a link function, 

although the distribution is only used to specify the mean-variance relationship (e.g., Ghisletta & 

Spini, 2004). For the presence model we used a binomial response variable distribution and 

logit-link function; for the duration models we used a gamma response variable distribution and 

identity link function. 

GEEs may be fitted in the statistical software R (R Core Team 2013) using the geeglm function 

of the geepack package (Halekoh et al., 2006). As with the glm function used for fitting GLMs, 

smoothing terms can be added using the bs function of the splines package. Using splines 

allowed for more flexibility in the relationship between the response and the explanatory 

covariate compared to restricting this relationship to be linear (on the scale of the link function). 

However, we only allowed for some flexibility by using the default settings of the bs function, 

which fits polynomial splines with three degrees of freedom. A polynomial spline can be thought 

of as a smoothing function for which the number of maxima and minima depends on the 

specified number of degrees of freedom. Using three degrees of freedom often generates a 

smoothing function of the form ὼ  ὼ  ὼ, where xk represents the kth covariate and 

the  represent the coefficients associated with the polynomial terms. This function often has 

one maximum and one minimum. More flexibility could be achieved by fitting regression splines 

and including knots, which allows the relationship to be more ówigglyô than a polynomial spline 

(e.g., using the mgcv package, Wood, 2013). This, however, was beyond the scope of this 

study.  

We used the default correlation structure óindependence' where correlated observations were 

grouped into blocks using a block identifier (argument id from the geeglm function). Each block 
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consisted of consecutive observations (1-minute segments for the presence models or 

vocalizations for the duration models) where the size of the blocks was determined using the acf 

function from the stats package in R. This function estimates the autocorrelation between 

consecutive residuals for various lags. A plot created by the same function displays these 

estimates by lag including 95 percent confidence intervals around zero for comparison with the 

estimates. The estimated autocorrelation is 1 for lag 0 and, depending on the type (negative or 

positive) and amount of correlation, generally decays more or less rapidly with increasing lag. 

We used the lag at which the absolute value of the correlation between residuals first decayed 

within confidence bounds around zero autocorrelation. For the independence correlation 

structure, block size has no effect on the parameter estimates; however, for a given model, 

standard errors and p-values associated with the estimates increase with an increase in block 

size. Larger p-values, in turn, influence which covariates should be retained (see next section 

on model selection for GEEs).  

2.6.4 Model Selection for GEEs 

Our methods for selecting the final model included three main steps: (1) stepwise forward 

selection based on marginal p-values; (2) elimination of collinear covariates; and (3) stepwise 

backwards selection by inspecting 95 percent confidence intervals around partial fit plots. These 

are detailed in the following section.  

Model selection for GEEs remains an area of ongoing research, with no clear-cut best strategy, 

in particular when models include smoothing terms (as in this study). The often-used QIC 

(quasi-likelihood under the independence model information criterion) is somewhat equivalent to 

AIC (Akaike Information Criterion) for GLMs or GLMMs (Pan, 2001). The main difference is that 

QIC uses a quasi-likelihood as opposed to the likelihood used in AIC. Like AIC, QIC only takes 

into account the coefficients and the relative fit of these coefficients to the data, but not the 

autocorrelation of the errors. The autocorrelation is, however, reflected in the p-values of the 

coefficient estimates. In this study, because there was an independence correlation structure for 

the errors, estimates of the coefficient values remained the same for any given model 

regardless of choice of block size, while p-values of the estimated coefficients increased with 

increasing block sizes. Hence, using QIC for model selection may lead to retaining covariates in 

the model with relatively large p-values. Because of this, we used p-value based forward model 

selection, where we started with a null model (with no covariates) and added one covariate at a 

time, testing whether it improved the model. For this test, we used the marginal p-values 

associated with an F-test statistic, which tested whether each covariate in the model was 

important given that the other covariates were already in the model. For this purpose we used 

the getPvalues function from the R package MRSea (Scott-Hayward et al., 2013). Continuous 

covariates were fitted as smoothing terms first. If the smoothing terms were not significant, we 

tried adding these as linear terms.  

In the case that covariates are collinear, it is possible to retain covariates in the model that have 

otherwise no effect on the response. If more than one covariate was retained in the model, 

these were tested for collinearity using variance inflation factors. Collinear variables were 

eliminated by measuring variance inflation factors (VIF) using the vif function from the car library 

in R software. We excluded all covariates that scored VIFs > 10 (Fox & Monette, 1992).   
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A further step for selecting the best model included a potential backwards step. This step 

consisted of inspecting partial fit plots for each of the covariates retained in the so far best-fitting 

model. Partial fit plots were created using a modified version of the runPartialPlots function from 

the MRSea package (Scott-Hayward et al., 2013), which uses parametric bootstrapping of 

model coefficients to create confidence intervals around the partial fit. During this step we 

eliminated covariates which exhibited 95 percent confidence intervals around their partial fits 

that were wide enough in the vertical dimension to fit a straight horizontal line within the bounds 

of the confidence limits through the entire range of observed covariate values.  
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3. Results 

3.1 Sonar Detector Sensitivity 

A total of ten days yielded sufficient data to estimate the sensitivity of the sonar detection 

algorithm (3, 6, and 1 days of data from the Onslow Bay, JAX 1, and JAX 2 deployments, 

respectively). In the 1,000 minutes of audio data that were directly examined (10 samples of 10 

minutes on each of 10 days), the detection algorithm found a total of 921 pings. An additional 

125 pings found by a human analyst were missed by the detector, yielding an overall estimated 

detector sensitivity of 88 percent (= 921/[921+125]). Detector sensitivities for individual 

deployments were as follows:  Onslow Bay, 88 percent; JAX 1, 87 percent; JAX 2, 100 percent. 

Only one day of data from JAX 2 yielded any sonar events in the 10 randomly selected minutes 

used for performance evaluation. 

3.2 Onslow Bay (7 ï 26 July 2008) 

Of the six MARUs that were successfully retrieved from the Onslow Bay deployment, five 

yielded 20 complete days of recorded data, as expected given the unitsô hard drive storage 

capacity. The MARU at site DB1 stopped recording for unknown reasons after two days. Data 

from that unit are not included in the analyses here. 

Potential detections for each of the four target species and for sonar events were each reviewed 

for only one or two recording sites, due to limited analysis resources. Sites were selected for 

each species in the depth regime where that species was considered most likely to occur, 

based on published information about each speciesô occurrence in different bathymetric zones. 

Sonar detections were reviewed for site DB2, which had the lowest mean distance to all other 

recording sites.  

Potential right whale detections were reviewed for recordings from site SB7. Only one event (on 

16 July) was judged to be a possible right whale upcall. However, based on the co-occurrence 

of other similar noise events that were judged to be probably non-biological, and on the absence 

of any other events resembling upcalls nearby in time, the event was not considered a reliable 

upcall detection. 

Potential fin whale detections were reviewed only for site SB3. No fin whale detections were 

confirmed. 

Potential sperm whale detections were reviewed only for site DB2. A published analysis of these 

same recordings (Hodge et al., 2013) reported that sperm whale clicks occurred frequently only 

at site DB2.  

Potential minke whale detections were reviewed only for sites SB3 (366 m deep) and DB2 (236 

m). No minke whale detections were confirmed. 
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3.2.1 Sonar: Onslow Bay 

Figure 7 shows numbers of confirmed sonar events detected for the entire Onslow Bay 

recording period, in 30-minute bins. Sustained periods of sonar activity occurred on only two 

days, 16 and 17 July, about halfway through the entire deployment period. A few brief periods of 

sonar transmission occurred near the end of the recording period, on 24 and 26 July (Figure 7). 

3.2.2 Sperm Whales: Onslow Bay 

Numerous sperm whale click trains occurred on every day of recording, and were limited almost 

exclusively to nighttime hours (Figures 8 and 9). Over all days, 90 percent of sperm whale 

detections occurred at night. For individual days, the percentage of sperm whale detections that 

were at night varied between 64.0 percent and 98.6 percent. Overall the pattern of sperm whale 

click detections was similar to that reported in a previous published analysis of the same 

recordings (Hodge et al., 2013)  

3.3 Jacksonville Deployment 1 (14 Septemberï4 October 2009) 

All nine MARUs in the Jacksonville Deployment 1 successfully recorded the expected amount of 

data. The six HF MARUs each yielded 20 complete days of recording (14 Septemberï4 

October), after which recording stopped (as planned) when the internal hard disks were filled. 

The three LF MARUs, which use up storage space at 1/16 the rate of the HF recorders, 

continued to record until their retrieval on 8 October. However, recordings from the LF MARUs 

after 4 October have not been reviewed, since no data are available on occurrence of sonar 

after the cessation of HF recording. 

Sonar and sperm whale detection events were reviewed only for recordings from site 05 (see 

Section 2.3.2). 

Potential right whale upcall detections were reviewed for all nine recording sites. Although a 

total of five isolated events on three different MARUs were identified as being possible upcalls, 

all were ultimately rejected because of poor signal-to-noise ratio, proximity to similar non-

biological sounds, or absence of other likely upcalls nearby in time. Review of potential right 

whale gunshots is discussed in Section 3.3.2 below. 

There were no confirmed fin whale detections at any recording site in Deployment 1.  

Potential minke whale detections were reviewed for all nine sites. There were no confirmed 

minke detections in Deployment 1. 

3.3.1 Sonar:  Jacksonville Deployment 1 

Figure 10 shows numbers of confirmed sonar events detected for the entire Jacksonville 1 

recording period, in 30-minute bins. Sonar activity was detected on eight of the 20 days 

analyzed, with most transmissions concentrated primarily in a 4-day period (16ï19 September), 

beginning on the third complete day of recording. During these days, there are gaps of 0.5ï5.5 

h with no detected sonar activity. Shorter periods of lower-level sonar activity occurred during 

the first two complete days of recording (14ï15 September) and on 1 October (the 18th of 20 

complete recording days).  
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3.3.2 Right Whale gunshots:  Jacksonville Deployment 1 

A total of 167 putative right whale gunshot events were identified by Bio-Waves, Inc. in 

Deployment 1 (Norris et al., 2012), varying in duration from 0:00:01 to 1:54:24 (h:mm:ss). Each 

event was independently rated by two Cornell analysts. Results of this process are summarized 

in Figure 11. The two Cornell analysts agreed in their ratings for 113 events (68 percent), and 

disagreed by one rating step (e.g., AB or BC) for 52 events (31 percent), and by two steps (BX) 

for 2 events (1 percent). 

Fifteen events (9 percent) received either an AA or AB rating, indicating greatest resemblance 

to known right whale gunshots. Fifty-six events (34 percent) were rejected by both analysts (XX 

rating) as being gunshots. The remainder of the events received intermediate ratings (Figure 

11).  

3.3.3 Sperm Whales:  Jacksonville Deployment 1 

Sperm whale click trains occurred on every day of the deployment (Figure 12). On most days, 

almost all sperm whale detections occurred after sunset and before sunrise (Figures 12 and 

13). However, a few days deviated from this pattern, with high levels of sperm whale activity 

over many daylight hours (Figure 12). Over the entire deployment, 81.7 percent of sperm whale 

detections were at night. For individual days, the percentage of sperm whale detections that 

were at night varied between 45.4 percent and 100 percent. 

3.4 Jacksonville Deployment 2 (5ï25 December 2009) 

All nine MARUs in Jacksonville Deployment 2 successfully recorded the expected amount of 

data. The six HF MARUs each yielded 21 complete days of recording (5ï25 December), as 

expected based on the storage capacity of their hard drives. The three LF MARUs continued to 

record until their retrieval on 7 January 2010. However, recordings from the LF MARUs after 25 

December have not been reviewed, since no data are available on occurrence of sonar after the 

cessation of HF recording. 

Potential sonar and sperm whale detections from Jacksonville Deployment 2 were reviewed 

only for site 05 (the same site for which they were reviewed for Deployment 1).  

Potential right whale upcall detections were reviewed for eight of the nine recording sites; 

detections from site 1 (one of the deepest sites, hence judged least likely to yield confirmed right 

whale detections) were not reviewed. Although 11 isolated events on four different MARUs were 

identified as being possible upcalls, three were ultimately identified as humpback whale sounds, 

and the remaining eight events were ultimately rejected because of poor signal-to-noise ratio, 

proximity to similar non-biological sounds, or absence of other likely upcalls nearby in time. 

Review of potential right whale gunshots is discussed in Section 3.4.2 below.  

There were no confirmed fin whale detections at any recording site in Deployment 2. Sperm 

whale and minke whale detections are discussed in Sections 3.4.3 and 3.4.4 below. 
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3.4.1 Sonar:  Jacksonville Deployment 2 

Sonar activity was detected on three of the 21 complete recording days (Figure 14). On two of 

those days, only four or fewer 30-minute bins contained sonar detections. The only day on 

which sonar persisted for longer than four consecutive bins (2 h) was 10 December, when sonar 

occurred continuously for 12.5 h.  

3.4.2 Right Whale Gunshots:  Jacksonville Deployment 2 

A total of 101 putative right whale events were identified by Bio-Waves, Inc. in Deployment 2, 

varying in duration from 0:00:01 to 0:46:55 (h:mm:ss). Results of the independent rating process 

are summarized in Figure 15. The two Cornell analysts agreed in their ratings for 68 events (67 

percent), and disagreed by one rating step (e.g., AB or BC) for 30 events (30 percent), and by 

two steps (AC, BX) for 3 events (3 percent). 

Five events (5 percent) received either an AA or AB rating, indicating greatest resemblance to 

known right whale gunshots. Forty-six events were (46 percent) were rejected by both analysts 

(XX rating) as being gunshots. The remainder of the events received intermediate ratings 

(Figure 15). 

3.4.3 Sperm Whales:  Jacksonville Deployment 2 

Sperm whale click trains were detected on every day of the deployment (Figure 16). As in the 

Onslow Bay and Jacksonville 1 data sets, there was a strong diel pattern to the occurrence of 

sperm whale click trains (Figure 16 and Figure 17), with 98.8% of all detections occurring at 

night. For individual days, the percentage of sperm whale detections that were at night varied 

between 86.4 percent and 100 percent. 

3.4.4 Minke Whales:  Jacksonville Deployment 2 

Potential minke whale detections were reviewed for all nine recording sites. The highest 

numbers of confirmed minke pulse trains were found at the three deepest sites, with 1,241 to 

2,859 confirmed detections, before consolidation of duplicate detections caused by pulse trains 

spanning page boundaries (see Section 2.3). The highest number of detections occurred at site 

3. The three mid-depth sites each yielded 308 to 497 total detections. Across the three shallow 

sites, only one minke pulse train detection was confirmed. 

Figure 18 shows numbers of confirmed and consolidated minke detections at site 3 (2,351 in 

total). Minke whale pulse trains were detected on 20 out of 21 days. The maximum number of 

30-min bins with minke whale pulse trains in any day was 47. Inspection of Figure 18 suggests 

a trend of increasing numbers of pulse trains detected per day over at least the first half of the 

21 complete recording days of the Jacksonville Deployment 2, an impression that is supported 

by the minke whale presence models discussed in Section 3.5.1.1 below. This trend may reflect 

a seasonal increase in vocal activity or migratory movement of minke whales into or through the 

monitoring area (as suggested by Risch et al., 2014a).  

Minke whale call detections showed a weak diel pattern, with lower-than-average call rates 

during nighttime hours (Figure 19) and highly variable rates during daylight hours. This pattern 
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was in contrast to that observed in late summer and fall in waters off Massachusetts, when 

minke whale acoustic detections were much higher at night than during the day (Risch et al., 

2013). 

3.5 Statistical Modeling of Minke and Sperm Whale Detections 

Using the time periods defined in Section 2.6.1 we analysed a total of 8,821 1-minute segments 

for the minke whale presence models and 32,346 1-minute segments for the sperm whale 

presence models (Table 6). For the duration models, 414 detections of minke whales occurred 

during periods designated as before, during/between, or after sonar, and were thus included in 

the models. Duration models were not applied to the sperm whale data because the 1-minute 

page processing of the detection algorithm precluded measuring the actual durations of sperm 

whale vocalization periods (see Section 2.6.2 for more details). The large discrepancy in 

numbers of 1-minute segments and detections for minke whales is due to the fact that for the 

former, all 1-minute segments in the periods defined in Section 2.6.1 are included in the count 

regardless of whether a minke whale was detected.  

3.5.1 Presence Models 

Block sizes for fitting the presence models using the GEE approach were determined by 

assessing Figure 20 for each of the two whale species. For minke whales we used 2 1-minute 

segments as the maximum block size while for sperm whales we used 528 1-minute segments 

(Table 2). For a definition of blocks see Section 2.6.3, for a definition of 1-minute segments see 

Section 2.6.1.  

The best fitting models were determined with the three step model selection described in 

Section 2.6.4. Parameter estimates of the best fitting models are given in   
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Table 7. Using a logit-link function, the relationship between the coefficients and the response 

can be interpreted as the following: the expected odds (i.e., probability p of observing a 

presence, divided by the probability of observing an absence, 1-p) are expressed as the 

exponent of the predictor ɖ, e.g., p/(1-p) = exp(ɖ) = exp(ß 0 + ß1x1 + é +  ß kxk), where the ß 

terms represent the intercept and coefficients associated with the k covariates x. This equation 

can be expressed in terms of the probability p of observing a presence where p = exp(ɖ) / 

(1+exp(ɖ)). The model can be used to estimate the expected probability of a call detection 

under different scenarios encompassed by the model. For example if covariate Daynight was 

retained in the best model we can calculate how we expect the expected odds p/(1-p) of 

observing a presence or the expected probability p of observing a presence to change for night 

time detections compared to day time detections.  

3.5.1.1 PRESENCE MODEL FOR MINKE WHALES 

The final presence model for minke whales contained the factor covariate Sonar2 and the 

polynomial spline for covariate Julian date (  



NAVFAC LANT | Development of Statistical Methods for Assessing Changes in Whale Vocal Behavior  
in Response to Mid-Frequency Active Sonar 

 
 

March 2015 23 

Table 7). The coefficients as well as the partial fit plot for covariate Sonar2 (Figure 21) 

indicated that the odds of detecting minke whale vocalizations were higher on average in the 24 

hours after a sonar exercise  compared to the 24 hours before. The partial fit plots for Julian 

date help interpreting the relationship between the response and this covariate (Figure 21). 

Here, we can infer that within the range of observed dates, the odds of observing presences of 

vocalizations decreased between 7 and 10 December (Julian dates 341 and 344), and 

increased between 10 and 16 December (Julian dates 344 to 351, Figure 21).  

3.5.1.2 PRESENCE MODEL FOR SPERM WHALES 

The best fitting presence model for sperm whales contained the factor covariate Daynight where 

the coefficient for level night was positive and 95 percent confidence intervals did not overlap 0 (  
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Table 7 and Figure 22). This provided evidence that during our study the odds of observing 

presences of sperm whale vocalizations increased at night compared to during the day, 

consistent with patterns described in Sections 3.2.2, 3.3.3, and 3.4.3. 

Also retained in the best fitting presence model for sperm whales was the polynomial spline for 

Time (  
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Table 7 and Figure 22). The partial fit plot for covariate Time provided evidence that the odds 

of observing presences of sperm whale vocalizations were highest early in the morning and late 

at night and lowest in the early afternoon (Figure 22), consistent with patterns in the data plots 

shown in Sections 3.2.2, 3.3.3, and 3.4.3. The 95 percent confidence intervals surrounding the 

partial fit were narrow enough to support these findings.  

None of the covariates related to sonar were included in the best-fitting model (  



NAVFAC LANT | Development of Statistical Methods for Assessing Changes in Whale Vocal Behavior  
in Response to Mid-Frequency Active Sonar 

 
 

March 2015 26 

Table 7), suggesting that sonar activity did not significantly affect the occurrence of sperm 

whale click trains. 

3.5.1.3 ASSESSING ASSUMPTIONS FOR PRESENCE MODELS 

The dispersion parameters for the presence models were estimated to be less than one (  
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Table 7). The standard errors associated with the dispersion parameters were relatively small 

for both whale species providing no evidence for overdispersion of the data.  

We incorporated a blocking structure to the observations where observations within the same 

block were allowed to be correlated (  
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Table 7). Taking these block sizes into account, we expected to see no additional pattern in the 

residuals on scales larger than these blocks. To assess this, we split the Pearsonôs residuals 

into 20 equally sized bins in the order of observation and assessed whether these exhibited a 

random pattern (Figure 23). For both the minke whale and sperm whale presence models, we 

found no change in variability across the range of observed values and considered the pattern 

of points random. As the minke whale data originated from one MARU deployment, the order of 

observation corresponded directly to an increase in date. For the sperm whale data, the data 

were ordered by deployment ID first and then by date.  

3.5.1.4 ASSESSING PRESENCE MODEL FIT 

We assessed model fit by visually inspecting the binned observed versus fitted values (Figure 

24). In a well-fitting binomial model the means of the fitted are close to the means of the 

observed values resulting in a more or less scattered pattern centered around the red lines 

shown in the plots. As for our models this seemed to be the case, we concluded that the fit of 

the model was adequate.  

An additional method to assess model fit is to compare the predicted presences and absences 

against the observed presences and absences for each observation. For this purpose, we 

generated predicted presences using the fitted values of the best model. If, for a given 

observation, the fitted value was larger than the overall mean of the fitted values, we attributed a 

presence to the respective record. In the case that the fitted value was smaller than the overall 

mean of the fitted values, we attributed an absence to the respective record. Table 8 lists the 

number of correct predictions as well as the falsely predicted presences and absences. Overall, 

the presence models for minke and sperm whales predicted 68 percent and 70 percent, 

respectively, of all observations correctly.  

3.5.2 Duration Models 

To determine block sizes for GEEs for the duration models, we evaluated the autocorrelation of 

model residuals shown in Figure 25. We used 1 as the maximum block size for the minke whale 

duration models.  

We fitted the minke whale duration models with a gamma error structure and the identity-link 

function. Here, the relationship between the response and the explanatory covariates can be 

expressed as: y = ɓ0 + ɓ1x2 + ɓ2x2 + é + ɓkxk where y represents the response and the ɓi are the 

intercept and the coefficients associated with the explanatory covariates xi. Hence, for factor 

terms, a positive coefficient indicates an increase in the response compared to the baseline 

level of the covariate, while a negative coefficient indicates an expected decrease in the 

response compared to the baseline level of the covariate (the baseline level of a factor covariate 

is the level that the other levels are compared to, e.g., level 0 (absence of detections) is the 

baseline level for covariate Detector3). 

The best fitting duration model for minke whales contained the factor covariate Detector3 with a 

negative coefficient for level 1 referring to presence of detection. Hence, when sonar pings were 

detected in the respective frequency band of this sonar detector, we expected that the duration 

of minke whale detections decreased.   
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Also retained in the final minke whale duration model were the polynomial splines for Julian date 

and Pingnum.240min (  
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Table 9). The partial fit plot for Julian date indicated that, on average, the duration of detections 

increased between 10 and 17 December (Figure 26). The partial fit plot for Pingnum.240min 

indicated that the duration of detections changed in relation to the number of sonar pings in the 

four hours preceding the vocalization. This relationship had a positive slope between 

approximately 40 to 110 detections of sonar pings in the four hours preceding the vocalization 

and a negative slope for approximately 110 to 155 sonar pings. 

3.5.2.1 ASSESSING ASSUMPTIONS FOR DURATION MODELS 

For a gamma GLM, the variance is assumed to equal the squared mean. The estimate of the 

dispersion parameters for the minke whale duration model was less than one with small 

standard errors (  
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Table 9). Hence, there was no evidence for overdispersion of the data. After accommodating 

correlated errors, we expected Pearsonôs residuals plotted against the fitted values to show a 

right-skewed random pattern centered around zero. To assess this, we plotted Pearsonôs 

residuals in the order of observation which confirmed the randomness of Pearsonôs residuals 

(Figure 27). The histogram confirms the right-skewed distribution of Pearsonôs residuals.  

3.5.2.2 ASSESSING DURATION MODEL FIT 

We assessed the model fit using the concordance correlation using the runDiagnostics function 

of the MRSea R package (Scott-Hayward et al. 2013) and the observed versus fitted plot 

(Figure 28). In the plot, the horizontal alignments of most data points were caused by that the 

predictor included factor covariates (Sonar3 and Detector3) while the polynomial spline for 

Pingnum.240min only affected a small proportion of the predictions (see Section 2.6.2). 

However, in a well-fitting gamma model, the fitted values are close to the observed values 

resulting in a more or less scattered right-skewed pattern centered on the red line shown in the 

plots. For the minke whale duration model, the right-skewedness was evident from the wider 

scatter of points to the right of the red line compared to the left of the red line. On the other 

hand, the amount of scatter around the line of perfect fit was quite large as a lot of large 

observed values were under-predicted and a large number of small observed values were over-

predicted. In addition, the concordance correlation was low. This measure always ranges 

between 0 (poor fit) and 1 (perfect fit). For the minke whale duration model it was 0.11. Hence 

we conclude that model fit was relatively poor. On the other hand, no additional pattern was 

evident in the residual plot (Figure 27) or the observed vs fitted plot (Figure 28) that could be 

captured by a missing covariate. 
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4. Discussion 

Sperm whale click trains were detected on every day of recordings from all three deployments: 

Onslow Bay in the summer (July 2008), and Jacksonville in the fall (SeptemberïOctober 2009) 

and winter (December 2009). Minke whale pulse trains were detected only in the winter 

Jacksonville deployment. There were no confirmed detections of sounds of North Atlantic right 

whale upcalls or fin whales in any of the three deployments. Putative right whale gunshot 

sounds are discussed in a separate section below. 

In all three deployments, sperm whale click trains were detected almost exclusively at night, 

with the exception of a few days during the fall Jacksonville deployment. Minke whale pulse 

trains occurred at variable rates at all hours of the day during the Jacksonville winter 

deployment, with a weak trend to slightly lower levels of activity at night. Over the course of the 

21 full days of recording, there was an apparent trend of increasing numbers of minke 

detections per day. This was confirmed by the statistical analyses using GEEs where Julian 

date was one of the two covariates retained in the best fitting presence model for minke whales. 

Here, we found evidence for a decrease in the odds of detecting minke whale vocalizations 

between 7 and 10 December and an increase between 10 and 16 December 2009 (Figure 21).  

In each of the three deployments, sonar activity was concentrated in one to five consecutive 

days, during which transmissions were detected at rates up to 307 pings per 30 minutes (at 

Onslow Bay; maximum ping rates in the Jacksonville fall and winter deployments were 137 and 

107 pings per 30 minutes, respectively). Recordings from each deployment period also included 

one to several short (< 6 h) periods of sonar activity separated from other periods by more than 

two hours.  

4.1 Review of Putative Right Whale Gunshot Detections 

Of the 267 events identified by analysts at Bio-Waves, Inc. as right whale gunshots in the two 

Jacksonville deployments, 20 (8 percent) were rated AA or AB by Cornell analysts, indicating 

the greatest judged resemblance to published descriptions and recordings of known gunshots. 

Overall, there was a high level of agreement in ratings between the two independent Cornell 

analysts, with exact agreement in 68% of cases or close agreement (i.e., AB, BC, or CX paired 

ratings) in an additional 31% of cases. More than one third (102 events, 38 percent) were 

judged by both Cornell analysts not to be gunshots (i.e., XX rating), in most cases because an 

alternative source was considered more likely, based on spectrographic and/or aural 

characteristics.  

Based on examination of the individual putative right whale vocalizations identified in the earlier 

analysis of these recordings (Norris et al., 2012), we do not find compelling evidence in the 

acoustic data to conclude that right whales were vocalizing in the area during either Jacksonville 

deployment.  

The most notable aspect of these results is the disparity between the initial labeling of events by 

Bio-Waves analysts and the ratings subsequently assigned by Cornell analysts. Several factors 

contribute to this lack of consistency: 
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¶ Reliance on expert judgment:  Currently, recognition of right whale gunshot sounds 

depends on human expert judgment of sound similarity to published descriptions of 

known gunshots (Parks et al., 2005; Parks et al., 2011; Parks et al., 2012; Trygonis et 

al., 2013; Matthews et al., 2014). Although some progress has been made recently on 

quantitative methods for recognizing gunshots (Trygonis et al. 2013; Binder & Hines, 

2014), more work is needed on developing and validating automated methods that can 

reliably discriminate gunshots from other impulsive sounds under a broad range of 

sound transmission and noise conditions. 

¶ Diversity of sources of impulsive sounds: It is not uncommon to find occasional 

broadband impulsive sounds in MARU recordings, even from times and places where 

gunshot sounds from right whales can confidently be ruled out. Potential sources for 

such sounds include impacts of drifting debris against the MARU housing or 

hydrophone, small marine animals (e.g., fish) that are temporarily trapped in spaces 

inside the plastic ñhard hatò that encloses the MARUôs glass housing, sperm whale 

clicks, and anthropogenic sources such as underwater explosions. Often the sources of 

specific impulsive sounds cannot be determined or can only be presumed from context. 

Variation among analysts in experience reviewing recordings from diverse times and 

places may result in differing judgments about the likely or possible source of a given 

sound. 

¶ Importance of aural cues: Spectrograms often do not contain sufficient information to 

allow even highly experienced analysts to discriminate visually between impulsive 

sounds that are easily distinguishable by auditory cues. This observation is consistent 

with reports that military sonar operators can sometimes discriminate targets from clutter 

more reliably by listening to echo returns than by observing visual sonar displays (Allen 

et al., 2011). In the present study, Cornell analysts used both aural and visual cues to 

assign ratings to putative gunshot sounds. It is unclear whether analysts at Bio-Waves 

relied exclusively on visual cues in making their determinations (Norris et al., 2012); if 

so, this difference in methodology may contribute to the discrepancy between the results 

of the two analysis teams. 

4.2 Approaches to Assessing Potential Effects of Sonar on 

Whales 

Studies of potential effects of sonar on the behavior of cetaceans have taken the general 

approach of comparing one or more behavioral metrics during periods immediately before, 

during, and after periods of real or simulated sonar transmissions in the vicinity of the animals. 

Metrics have included presence in an area, assessed by visual and/or passive acoustic 

monitoring (Kuningas et al., 2013); spatial distribution relative to sound sources, assessed by 

acoustic localization (Tyack et al., 2011; McCarthy et al., 2011; Moretti et al., 2014); movement 

patterns, including dive profiles, of tagged individuals (Tyack et al., 2011; Sivle et al., 2012; 

Miller et al., 2012; DeRuiter et al., 2013; Goldbogen et al., 2013); and vocal behavior of tagged 

individuals (Tyack et al., 2011; Miller et al., 2012) and local populations (Tyack et al., 2011; 

McCarthy et al., 2011; Melcón et al., 2012; Moretti et al., 2014). 
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Perhaps the most important distinction among the studies that have been done thus far is 

between observational studies that have relied on data collected during actual military training 

operations and controlled-exposure experiments. In observational studies, the timing and 

source levels of sonar transmissions, and the positions of the acoustic sources are all dictated 

by military training considerations, without regard to studying the responses of marine 

mammals. In controlled-exposure experiments, these parameters are all under the control of 

researchers, and can be manipulated to optimize the utility of the resulting data in drawing 

inferences about behavioral responses to sonar exposure. 

In the present study, which used an observational approach during actual sonar training events, 

the temporal distribution of sonar activity was a matter of chance with respect to the presence 

and behavior of the target whale species. As a result, the amount of data usable for assessing 

potential responses of sperm and minke whales to sonar exposure was severely limited by two 

issues. First, the number of discrete periods with sonar exposure where whale responses could 

be assessed using a before-during-after design was small and some of the exposure periods 

included very few pings (see Figures 7, 10, and 14). Second, in the case of minke whales in the 

JAX 2 deployment the level of whale vocal activity was already extremely low and declining 

during the 24 hours before sonar transmissions commenced (Figure 18; Figure 21 lower 

panel). If whales tend to greatly reduce or cease their vocalizations (as observed, for example 

with beaked whales at AUTEC, Tyack et al., 2011; McCarthy et al., 2011) such a change can 

only be detected if the whales are vocally active immediately before the start of sonar 

transmissions. 

4.3 Modeling Approaches Using GEEs 

4.3.1 Pros and Cons of the Two Modeling Strategies Using GEEs 

When assessing a potential effect of sonar on the vocalization behavior of minke and sperm 

whales, modeling the presence of vocalizations has the advantage over modeling their duration, 

in that the former takes into account the amount of time during which no vocalizations were 

detected. For the duration models, the time periods with no vocalizations do not contribute any 

information to the model. For sperm whales the duration models were not appropriate to fit as 

here the duration was limited by an artificial limit imposed by the detection process where 1-

minute pages were searched at a time. 

A difficulty for fitting the duration models for minke whales was the paucity of observations that 

were most likely to be affected by sonar activities, i.e., from those periods defined as during or 

between sonar in Section 2.6.1. For minke whales, only 4.4 percent of all detections included in 

the analyses came from these combined periods (Figure 18; note, however, that only minke 

whale detections that occurred within 24 hours before and after sonar activities were included in 

the analyses).  

With respect to model selection we found that results would have been somewhat ambiguous if 

only the first two steps from our model selection procedure were included. The first step was 

forwards selection based on p-values obtained from an F-test statistic (adjusted for 

overdispersion and correlated data; see Section 2.6.4) while the second eliminated collinear 
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covariates from the model. Step three was a backwards selection step based on inspecting 

confidence limits of partial fit plots and eliminating those covariates for which no effect of the 

respective covariate was a plausible outcome. No effect would be case if the relationship 

between the respective covariate and the response was a constant across the range of 

observed values of the covariate.  

We do emphasize, however, the importance of accounting for correlation and overdispersion in 

the data as well as assessing collinearity in covariates retained in the model. Accounting for 

these issues reduces the risk of falsely retaining covariates in the final model and falsely 

inferring an effect of these. We encountered these potential issues in particular when fitting the 

sperm whale presence models. Here, due to the strong diel pattern of vocal activity at night 

only, correlation for model residuals was high and block sizes needed to be large to account for 

this. Ignoring correlation of model residuals may lead to falsely retaining unimportant covariates 

in the final model and false inference.  

4.3.2 Possible Inference from the Models Fitted with GEEs 

We restricted the data we included in the statistical modeling to the 24 hours before and after 

each sonar exercise as well as the times we defined as during and between sonar pings in 

Section 2.6.2. We believe this represented a conservative compromise between capturing a 

potential lag in the effect after sonar activities and introducing additional variability in the 

response (presence or duration of vocalizations). This additional variability may be caused by 

other factors, such as time or prey availability, which we might not be able to capture with other 

available covariates. The 24-hour periods are somewhat arbitrary in the sense that they are an 

a priori estimate of how long potential effects may last. However, for this study we were more 

interested in whether there is an effect of sonar on vocal behavior rather than examining how 

long this effect would last. There is evidence that for some whales it may last longer (e.g., 

McCarthy et al., 2011). Hence, excluding data beyond 24 hours after prevented us from 

deciding whether to increase our periods which we labeled after or whether to assume that the 

effect was no longer present and label these periods as before. False decisions for this issue 

have the potential of diluting the evidence of the effect.  

4.3.2.1 INFERENCES FROM PRESENCE MODELS 

In the previous section we described the pros and cons of the two modeling approaches for 

assessing quantitative changes in vocalizations of minke and sperm whales in the presence of 

sonar. However, one has to keep in mind what kind of inference can be drawn from these 

models, and the data going into them. The presence models do not explain variability in the 

proportion of time that animals were vocalizing. They only describe changes in the probability of 

detecting vocalizing animals. If, for example, covariate Sonar2 was retained in the best fitting 

presence model and level during was significantly higher compared to the base level before, we 

could only infer that during sonar, the proportion of time we detected vocalizations was higher 

than before sonar. We could not directly infer that animals spent a larger proportion of time 

vocalizing. For the latter, we would need to make the implicit assumption that by looking at the 

probability of detecting vocalizations on a MARU, we are examining the probability of animals 

calling. But this would not be appropriate. Alternative explanations could be that, while animals 

spent the same proportion of time vocalizing, animal density changed, animals redistributed 
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themselves, altered the source levels of their vocalizations, or changed their orientation relative 

to the MARU (assuming some directionality to their sounds, e.g., Møhl et al., 2000, Blackwell et 

al., 2012). As the probability of detecting vocalizations is dependent on received level, these 

other changes would also have an effect on the proportion of time vocalizing. It is also possible 

(though unlikely, in our opinion) that background noise (e.g. from fish or invertebrates) 

diminished in response to sonar, which would have increased the detectability of minke pulse 

trains. All of these possibilities would result in fewer detections of vocalizations.  

4.3.2.2 INFERENCES FROM DURATION MODELS 

Changes in the duration of minke whale call detections could be caused by the whales changing 

the actual duration of their pulse trains, or by animals being further away from the recording 

device, or by changes in the source levels of their vocalizations during or after sonar. Recorded 

vocalizations need to exceed a certain signal-to-noise ratio (SNR) in order to be detected. 

Begin- and end-times of when the signal exceeds this threshold are logged by the detector. 

Minke whale pulse trains start with relatively low-amplitude pulses, and then gradually increase 

in amplitude (Risch et al., 2014b). The duration of a pulse train detection event would therefore 

tend to diminish with increasing distance because more of the early part of the pulse train would 

fall below the SNR threshold for detection. Hence, shorter duration of detected events could 

reflect a change in distance rather than an actual change in vocal behavior. Similarly, a 

reduction in overall source level could reduce the duration of detection events, independent of 

the actual pulse train duration or the animalsô distance from the recorder. Measurement of 

received levels (RLs, which was outside the scope of this study) could shed light on whether 

shorter detections were the result of reduced RL at the MARU.  

4.3.2.3 SPERM WHALE PRESENCE MODEL 

The best fitting presence model for sperm whales contained the factor covariate Daynight and 

the polynomial spline for Time providing evidence that during our study the odds of detecting 

presences of sperm whale vocalizations varied in a diurnal pattern, increasing at night 

compared to during the day. None of the covariates related to sonar were included in the best-

fitting model, suggesting that sonar activity did not significantly affect the occurrence of sperm 

whale click trains. 

We encountered highly correlated data for the 1-minute presence data of sperm whales. This 

was due in part to the strong diel pattern of vocalization, in which sperm whale click trains 

occurred nearly continuously during hours of darkness on most nights, and infrequently during 

daylight hours on most days (Figures 8, 12, and 16). Also, sperm whale click trains are often 

longer than 1 minute due to their long dives and click trains from multiple individuals often 

overlapped, leading to periods of continuous clicking that may be many minutes long. Because 

the detector processes 1-minute pages, this can cause a single continuous clicking period 

(either from one or multiple animals) to yield a succession of positive 1-minute detections. 

Hence, observing 1 minute with a presence of click trains will likely result in several consecutive 

presences of click trains. Furthermore, we refrained from fitting duration models for sperm 

whales as the duration of the individual vocalization events was artificially limited to 60 seconds 

due to the detection process. We did not consider these artificially shortened durations 
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biologically meaningful. It would be more biologically meaningful to model the duration of click 

trains without any artificial bound. Then, a gamma distribution would have been appropriate.  

4.3.2.4 MINKE WHALE PRESENCE MODEL 

For the minke whale presence model, covariate Sonar2 (indicating whether a given minute was 

before, during, between, or after sonar transmissions) was retained in the final model. For minke 

whales, the odds of detecting vocalizations were on average higher in the 24 hours after a sonar 

event compared to the 24 hours before the event. This factor covariate was used to contrast 

potential differences in presences of vocalizations in the four defined periods related to sonar 

exercises. This is different from covariate Julian Date which was used to capture potential 

changes in presences of vocalizations throughout time unrelated to sonar exercises.  

It is likely that inference on the covariate Sonar2 would have been different for either minke 

whales or sperm whales if we had applied different criteria for labelling time periods as before, 

during, between, or after (see Section 2.6.1 for a detailed explanation of the strategy used). 

Had we chosen a different length of control periods, say 12 hours for the before and after levels, 

rather than 24 hours, this would not only reduce the amount of data included but also change 

the labelling for some of the 1-minute segments still retained. For example, with the current 

labelling using the 24 hour periods, all 1-minute segments from the JAX2 deployment between 

18:09 on 8 December and 08:04 on 10 December were labelled as between sonar due to the 

occurrence of sonar on 8 and 10 December (see Figure 18). Had we chosen 12 hour periods 

instead, the 1-minute segments between 18:09 on 8 December and 06:09 on 9 December 

would have been labelled as after and the 1-minute segments between 20:04 on 9 December 

and 08:04 on 10 December would have been labelled before. Also, the 1-minute segments 

between 06:09 and 20:04 on 9 December would have been excluded from the analyses. In this 

case, there would have been no minke detections at all during the 12-hour period before the 

sustained high levels of sonar activity on 10 December. Hence, it is likely that inference on this 

covariate would have changed.  

4.3.2.5 MINKE WHALE DURATION MODEL 

We identified differences in the duration of call detections in response to sonar activities for the 

minke whale duration of vocalization model. The differences consisted of an expected increase 

in duration if approximately 40 to 110 sonar pings were detected in the four hours preceding the 

vocalization and a decrease in duration if approximately 110 to 155 sonar pings were detected 

in the four hours preceding the vocalization (captured by covariate Pingnum.240min, Figure 

26). Although the signal in the data was not very strong, we may conclude that our data 

provided some evidence that sonar had an effect on the detected duration of minke whale 

vocalizations during this study. The biological cause or significance of the response illustrated in 

Figure 26 is unclear. However, the sample size of discrete periods with sonar activity was very 

low ï sonar transmissions were only detected on three days during the JAX2 deployment 

(Figure 18). Larger sample sizes are needed for stronger inference. Alternatively, controlled 

exposure experiments may allow a wider inference on the vocal responses of the animals to 

sonar signals. 
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4.4 Conclusions and Recommendations for Future Work 

4.4.1 Use of Gunshot Sounds to Detect Right Whale Presence 

Upcalls have long been the signal of choice for detecting the presence of north Atlantic right 

whales via passive acoustic monitoring because they are produced by all age-sex classes, are 

highly stereotyped, and are dissimilar from other commonly encountered sounds in the ocean 

(with the exception of some humpback whale sounds; Urazghildiiev & Clark, 2007; Urazghildiiev 

et al., 2009; Van Parijs et al., 2009; Clark et al., 2010; Morano et al., 2012a). More recently, 

gunshot sounds have been proposed as a useful additional means of detecting right whale 

presence (Van Parijs et al., 2009; Parks et al., 2011; Matthews et al., 2014). The discrepancies 

reported here between the judgments of two different analysis teams regarding identification of 

impulsive sounds as gunshots raises concerns about the use of such sounds to diagnose right 

whale presence in the absence of other supporting evidence such as visual sightings, presence 

of upcalls, or seasonal patterns of occurrence consistent with right whale biology (e.g., Parks & 

Tyack, 2005; Trygonis et al., 2013; Matthews et al., 2014). 

Most studies of right whale gunshots have been based on close-range recordings of right 

whales subject to direct visual observation, or via attached acoustic recording tags (Parks et al., 

2005; Parks et al., 2011; Parks et al., 2012; Trygonis et al., 2013). In order to support future use 

of gunshots as diagnostic indicators of right whale presence, further research should focus on 

acoustic properties of gunshots recorded at much greater distances, as would be expected in 

passive acoustic monitoring studies. How do the acoustic properties of these signals change 

with propagation distance, and in particular, how can distant gunshots be reliably distinguished 

from other impulsive sounds? Future work should also focus on improving guidelines for human 

analysts and algorithms to support such discrimination under the types of noise and clutter 

conditions typical of passive acoustic monitoring recordings.  

4.4.2 Further Analysis of Existing Recordings  

For the minke whale pulse trains recorded in Jacksonville Deployment 2, measurement of 

received levels (which was beyond the scope of the present study) could be used to further 

investigate possible responses of these whales to MFAS. Using published data on estimated 

source levels of minke pulse trains (Risch et al., 2014b) in conjunction with sound propagation 

models, it may be possible to estimate the distances of calling minke whales from the MARU, 

and use these distances as an additional response variable for models of minke whale sounds 

before, during, and after periods of sonar activity. Inference on call abundance may also be 

possible using these types of methods (e.g., Harris, 2012). 

For sperm whales, we did not apply duration models because we could not reliably determine 

durations of pulse trains from individual whales (as explained in Section 2.6). However, an 

alternative approach would be to compute durations of periods of aggregate clicking activity of 

all whales that are close enough to the MARU for their clicks to be detected. These aggregate 

click durations could be computed from the existing detection data, and then duration models 

could be applied to investigate whether MFAS affected aggregate clicking behavior. Changes in 

aggregate click train durations could reflect changes in either the duration of individual click 
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trains, the durations of non-clicking periods between click trains for individuals, the number of 

clicking animals within detection range, or the orientation (Møhl et al., 2000) of the animals 

relative to the MARU.  
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6. Figures 

 

Figure 1. Map of Onslow Bay high-frequency MARU deployment sites. Not shown are 

deployment sites DB1, where the MARU failed after two days of recording, and SB4, 

where the MARU was not recovered.  
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Figure 2. Map of Jacksonville MARU deployment sites. 
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Figure 3. Examples of baleen whale sounds targeted in this study. A: Right whale 

upcalls, recorded May 2012, south of Nantucket, Massachusetts. B: Minke whale pulse 

train, recorded in the present study, Jacksonville Deployment 2, 24 December 2009. C: 

Fin whale 20-Hz notes, recorded December 2011, south of Nantucket. 

 

Figure 4. Sperm whale foraging clicks recorded during the present study, Jacksonville 

Deployment 1, 27 September 2009. In this segment of recording, click trains from at least 

two sperm whales are evident, with different amplitudes and inter-click intervals. A: 














































